Invertible Matrix Worksheet

Name: S&*&i 0 nd.

Math 202

Section:

Square Matrices

1. Suppose that A is an n x n matrix. Prove the following statements by “walking through the
tree” of the Invertible Matrix Theorem. You must show every step.

(a) ‘Suiééos;‘)that an n x n matrix A is inv;‘ziiblg

Prove that the columns of 4 span R™.
=4 A is invahble
= AvTIa
DA hag Pivot?
=-_>A | PR Pu'uo‘l" in eackh Row
= Q;e.umns ae A S pan 13

(b) Su that an n X n matrix A is not invertible. Prove that the columns of A
: — ———
are linearly %pendent.

':G A s oot inveal lola
2 A% Iaq
=) A detont havt pnpivots
= A M“'L WA v p.’vo+ in eack c.veumﬂ

(c)

Suppose that A is an n x n matrix, and that AX = 0 has a unigue solution.
Prove that A is invertible. -
—— —

I() ;)E'-'—B' (P W) u\n\'shk 90‘Q—'A'H0'\
> A QIR hes pivot in er b clamn
DA hes wn pivo¥?
S ANT. D Ais invehlle

— -
(d) Suppose that A is an n x n matrix, and that AX = b does not _have a solution
for some b in R™. Prove that A is not invertible. '
— R ———

ARL Sotant alunge ave o slibin
= NoT a pivot A eadh row
%;‘ ~ eiao‘ﬂ

= AxX Ia

= A ot iaveallde,
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2. Rewrite (AB)~'(B + A) using the properties of matrix operations.

(Careful: Multiplication is not commutative).

(AR)" (B+A)
= BAT (B+A)
= RTA'R+ B“A"A

AT

—— e C-N»\uo"‘a»o 64-\.\{{\1-' .

3. Rewrite (B + A)(AB)~! using the properties of matrix operations.

(Careful: Multiplication is not commutative).

(B+A)(AR)"
.
= (B+A)-87A™

LA
BEA” + nB7A Dove!

AT AT e e
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4. Suppose that 2a + 3b = ¢. Prove that AG is in the span of Aa, Ab.
b - -
2= A (a3 35)
= A +3-f\B
so AT € Spa. § Az, NES

5. Suppose that the second column of B is all zero’s. What can be said about the et column
of AB?
g= (61, 3 @ by -Bu
——d -
so AB=[AG AS Al - ABJ
R—
=0
o seconll cobumn of AB 5 T

6. Suppose the first two columns Bl, and Bg, of B are equal. What can be said about the
columns ofAB?

B=[s & by ]
AB= (A5 AR MG - AG]
Y%

7. Suppose that the columns of B are linearly dependent. Prove that the columns of AB are
linearly dependent. N
inearly dependen “.‘\-(N-

% e s PR
C.‘b,"t---- +c,,(5.1 ‘—6‘

< .
Fote At + cc2)=AD

S +-- . "‘=-—J +is 5 a
c, A& tenAR =5 S— oatavial

3 o«
Hor f~ LYY,
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Non-Square Matrices

1. Suppose T : R? — R? is linear. Prove that 7' cannot be one-to-one.

P @ T s ow-b-on & S"‘Q- cmalbeix A has

Pivot  in each  cofiuuan

| om—————— et

\Q b & 2x3 aabx A
Comnot v 2 P.‘uok M Mﬂﬂ 400 (Cows

\P 'TLwém T @ Lannot Lo 0as -{v-0~e.
2. Give an example of a linear transformation 7' : R3 — R? that s onto.
defi As[i02
o TR:[; )R] B ok R
X

o (0
3

3. Suppose T : R® — R? is linear. Is it true that 7" is one-to-one if and only if 7" is onto? Why
doesn’t this violate the invertible matrix theorem?

L2 have se0w above ¥l
,Llo—-‘ @ m Has "-(lks»eﬁmko" C.AMM“ bt gaa v -0a2

but +  gm ba snbo-

Tt-{g Qoca oot \/FOQA"( “a TMT
becawst T 3 Nof &_oqn-ldbv o~

Scbm rMateix.
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Definitions vehna that
SJ. 4 30‘“4‘\ g-wm g 4‘7;
(a) Define Span{vy, vy, Vv3}. f

Span{ 770, = 5\;;«“ L B TeTEe G
6’.“0"‘ Ci,€a,Cqy n'A‘R

(b) Define linear Ind;pendence of vectors {vi,va,v3}.
K ot s \‘f\é_l:e&u&l--d-
=
4o {bua}s‘oa XV, +XaVs5 +X D luo onuy $u 4«" ol

u“'h oA

(¢) Define “T" is a linear transformation”

T(@+¥)= T+ TW) (4, ALL R, T 0a R®
T(e-d) =cTw@) asd Al c oa R

———

(d) Define “T' is one-to-one”

® T(Z)=b \aas AT MOST one  slikion
brn ek &

IS

(e) Define “T" is onto”

T-G(‘):g bhas AT LBAST one SrQu‘\'o'\

e—ﬂuckg
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NIy
Theorem 2 The reduced echelon form of a linear system has three possible cases
(a) The system has (@) solutions if 1+ o ntiag (_0 -0 l @ j
(b) The system has 1 solutions if " hos a .P;“’+ ‘n ek “‘# %

(¢) The system has o9 = W“%olutlons if_ 1+ e a m

wWitwow a Pivot

——
Theorem 4: The columns of an m X n matrix A span R™

if and only if there is a pivot _LA each Row

Shortcuts to Recognize Dependence

e JIf one column of A is a multiple of another, then the columns of A are linearly
dependent.

e If {a,...,a,} contains 0, then {ay,...,a,} is linearly dependent.

e If an m x n matrix A has more columns than rows (if n > m),
then the columns of A are linearly dependent.

Theorem 5 If A is an m x n matrix, u,v € R* and ¢ € R, Then
-— -
o« AU+V) = AU\ +AV

oA i) = c-AR

Properties of Linear Transformatigxls

e If T is linear, then T(ﬁ) -_ 0O

e Tislinear <= T(c-u+d-v)= C'T(d_)'\’ &‘ T(JZ’)

Theorem 10 Let 7 : R™ — R™ be linear.

Then there is a unique m X n matrix A4 s.t. T(x) = AX.

In Fact, A = [T(Q ) =t T(e.\)} whaag €=

(
’!

Theorem 12 Let 7 : R™ — R™ be linear with standard matrix A. @
Lot W ’P.Uo+ "
(a) T is onto <= _mm C&Qumﬂ's JA Spa-- TR @ Qan RO“-
(b) T is one-to-one <= TL" "’Q“M“‘ Vt A ok & Pivet i~

wdont eack ColLumMu.
M II\&L("» " —_—




